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The usefulness of in-situ neutron and synchrotron X-ray
powder diffraction methods is stressed presenting the
current possibilities, limitations and potential of these
techniques in the study of chemical processes. The
opportunity of following the evolution of a chemical
phenomenon as a function of an external or internal
parameter provides direct information about
transformations occurring in the sample during the
chemical reaction, thus largely contributing to greater
understanding of the complexity of the process. This
article intends to re¯ect the state of the art and its recent
impact in materials chemistry with the aim of stimulating
further work on this particularly creative and promising
®eld of research. Some parameters optimizing the choice
between neutron and synchrotron radiation are also
discussed through a number of selected experiments.

1. Introduction

Neutron and X-ray powder diffraction are versatile techniques
that have long been considered as convenient, non-destructive,
methods for the characterization of materials.1±3 Applications
of these methods can be found in many ®elds of the physical,
chemical and biological sciences. In particular, the possibility
of following the evolution of a chemical phenomenon as a
function of an external (time, temperature, pressure. etc.) or
internal parameter (chemical composition, proportion of
reactants, etc.) can give valuable information about the
system under study.4 This particular dynamic diffraction
technique, compared to the static method, yields information
about changes occurring in a sample along a chemical process.
Rapid changes on diffraction patterns can be observed now in
real time due to the development of fast detectors and powerful
radiation sources.

Effects that are not relevant for reactions in a ¯uid medium,
like nucleation, particle shape and size, crystal defects or heat
conduction, are so signi®cant for reactions in the solid state
that they often dominate the whole process. For decades the
chemistry of the solid state has received serious criticism due to
the classical approach to the involved processes including a
lack of knowledge about the reaction mechanisms. The
dynamical information of a system obtained from powder
diffraction methods can largely contribute to the under-
standing of the complexity of solid state reactions.3,5±7 Apart
from the possibility of simultaneously identifying all com-
pounds present, the method can provide quantitative and
kinetic parameters, clarify the associated reaction mechanisms,
detect transient intermediate phases (unnoticed in static
experiments) or optimize the conditions for synthesizing a
desired material (temperature, reaction times, external pres-
sure, excess of a given reactant, etc.) with given properties
(grain size, absence of strains, impurities, etc.). Moreover,

estimation of particle size and strain through the study of the
peak shape are essential for analyzing the in¯uence of
microstructural effects during chemical reactions and for
understanding the mechanisms of transformations at the
atomic level.

In contrast to X-rays which are scattered by electrons,
neutrons are scattered by atom nuclei. This leads to special
applications depending on the nature of the chemical process to
be analyzed and the type of information to be obtained.
Neutrons present a relatively weak interaction with matter.
Most elements of the Periodic Table exhibit a low absorption
cross-section concerning neutron scattering. This is of parti-
cular importance for the study of chemical reactions since it
allows one to study bulk samples and not only their `surface' as
usually happens when using X-ray diffraction methods.
Another useful consequence of the low absorption is the
notable simpli®cation of the construction of the sample
environment such as furnace, reaction cells or cryostats. In
addition, the almost random dependence of the neutron
scattering amplitude on atomic number clearly renders some
advantages in the study of chemical reactions involving
mixtures of reactants including light and heavy atoms.

However, the intensity of the radiation provided by
synchrotron X-ray sources is orders of magnitude more intense
than that from neutron sources. Consequently, synchrotron X-
ray diffractometers are potentially able to follow faster
dynamical processes and to examine samples with smaller
volumes. An adequate study of dynamic chemical processes by
diffraction implies that the data acquisition time is short
enough compared to the time required to complete the reaction
or transformation. The time resolution associated with neutron
powder diffraction techniques, typically in the range of minutes
and subminutes, is well adapted to many solid state chemical
processes which often have times of reaction of around a few
hours. However in the cases of faster chemical processes,
synchrotron X-ray powder diffraction, with a characteristic
time resolution in the range of the second and subsecond,
would be in principle a particularly appropriate choice.

In an attempt to introduce the reader to this particular
although rare ®eld of research a number of selected experi-
ments are discussed below. Owing to the potential wide range
of applications the present article is not intended to review all
the areas of research on the subject but to re¯ect the state of the
art and its recent impact in materials chemistry emphasizing the
possibilities of the method in an intent to encourage further
work on this creative ®eld of research.

2. Transient intermediate phases and reaction
mechanisms

Of special relevance is the ability of dynamic diffraction to
detect transient intermediates that might otherwise go unno-
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ticed in static measurements. Thus, the thermal decomposition
of cobalt(II) acetate tetrahydrate, Co(CH3CO2)2?4H2O, has
been studied using time-resolved powder neutron diffraction.8

The ®rst step of the process is the loss of the water content
which is ®nished by 150 ³C. Crystallization of anhydrous Co(II)
acetate starts to occur at 200 ³C. Further heating leads to the
decomposition of the anhydrous acetate terminated by the
formation of CoO between 275±310 ³C. Interestingly, after the
water ligands have been lost, and before the crystallization of
anhydrous acetate, there is a period in which there are no well
de®ned diffraction peaks. The broad undulations of the
diffraction intensity that are seen between 160 and 200 ³C
are typical of a material in a glassy phase.

A question arises: why does the transition between hydrated
and anhydrous Co(II) acetate occur via an amorphous
intermediate? The coordination of the cobalt ion in Co(CH3-
CO2)2?4H2O is octahedral.9 The cations are surrounded by four
water molecules and by two oxygen ions from unidentate
acetate groups. Grimes et al.8 suggest the anhydrous acetate is
composed of structural units of Co4O(Ac)6 where
Ac~CH3CO2. This result is consistent with diffraction,
thermogravimetric and chemical analyses. The crystal structure
of Co4O(Ac)6 has not been determined yet. However the
structure of related materials such as Zn4O(Ac)6 is known.10

The zinc ion is tetrahedrally coordinated by oxygen, one
oxygen being the central ion and the other three components of
acetate ligands. A possible explanation for the non-crystalline
nature of the intermediate phase would be the complete change
in the coordination of the cobalt ion, octahedral to tetrahedral,
as a consequence of dehydration. The crystal structure
determination of Co4O(Ac)6 would be of interest in order to
con®rm this hypothesis. A parallel procedure could be
followed. The intermediate phase could be produced in-situ
and isolated by stopping the heating at the correct moment, i.e.
an in-situ synthesis.11 Once obtained, the phase can be studied
by standard ex-situ methods.

The mechanism associated with the chemical processes
MoO3?2H2OAMoO3?H2OAMoO3 has been studied by per-
forming a real time neutron powder thermodiffractometric
experiment.12 An analysis of the patterns as a function of the
temperature shows that the ®rst Bragg peaks of the mono-
hydrated phase appear at T$60 ³C while MoO3?2H2O does
not vanish before T$80 ³C. The completely dehydrated
compound, MoO3, starts to form at about 150 ³C.

The crystal structure of MoO3?2H2O is built from slightly
distorted layers of corner sharing MoO5(H2O) octahedra
(Fig. 1). These layers are connected by interlayer water
molecules. However, the atomic positions of atoms in
MoO3?H2O were not known. The full re®nement of the crystal
structure could not be performed since the parameters to be
®tted were too many compared with the number of indepen-
dent re¯ections collected within a too small angular 2h range.
Nevertheless the distribution of the peak intensities in a

calculated pattern from a model deduced from the atomic
arrangement of WO3?H2O was very close to that observed for
MoO3?H2O. This model provides a good enough approxima-
tion to the real atomic positions of the monohydrate. Thus
MoO3?H2O keeps the water molecule coordinated to the metal
ion within the MoO5(H2O) octahedra but the interstitial water
found in MoO3?2H2O is no longer present (Fig. 1). Therefore
the water molecule lost during the dehydration process
MoO3?2H2OAMoO3?H2O corresponds to that occupying
interstitial positions and not to that coordinated to the Mo
cation. As a result, the ®rst step of the dehydration in air
corresponds to the loss of the interlayer water molecules from
the dihydrate leading to MoO3?H2O.

The mechanism associated with the second dehydration
reaction, MoO3?H2OAMoO3, seems to be more complex than
the ®rst one because of the ®nal compact layer structure of
MoO3. The crystal structure of the anhydrous compound is
built of bilayers of Mo oxygen octahedra sharing two edges
arranged in an orthorhombic cell (Fig. 1). When the water
molecules disappear the octahedra collapse following a
displacement perpendicular to the layers. This transformation
could be explained as well on the basis of processes involving
oriented nucleation and growth as explained by Figlarz et al.13

The close study of the crystal structure of the three molybdate
products, including the relations between the corresponding
cell parameters, de®ne the topotactic character of the
mechanism associated with the chemical processes MoO3?
2H2OAMoO3?H2OAMoO3.

3. Angular-dispersive versus energy-dispersive
methods

The third generation of synchrotron radiation sources, such as
the European Synchrotron Radiation Facility (ESRF) in
Grenoble, has opened new domains for in-situ studies using
both angular-dispersive (monochromatic) and energy-disper-
sive (white radiation) powder diffraction methods. The
advantage of working with constant wavelength is the much
higher d-space resolution available which makes possible
structure re®nement, in particular time-resolved Rietveld
analysis. The recent advent of two-dimensional position-
sensitive detectors (area detectors) offers advantages over the
conventional h±2h scans and one-dimensional position-sensi-
tive detectors: very short exposure times with better signal to
noise ratios and minimization of systematic errors.

The polymerization of disulfur dinitride, S2N2, into poly-
sulfur nitride, (SN)x, has been followed by combining the high
¯ux radiation provided by the ESRF and a CCD (charge
coupled device) based large area X-ray detector
(w~220 mm).14 S2N2 is a highly unstable compound which
polymerizes spontaneously to (SN)x. This is an exceptional
material exhibiting a metal-like temperature dependence of the
electrical conductivity and a superconducting transition at low
temperature. In order to obtain accurate crystallographic
information, calibration of the detector and correction of the
diffraction images are necessary. Recently developed techni-
ques for detector calibration and processing of two-dimen-
sional images have been used for that purpose. With exposure
times of two seconds, high quality data are obtained which give
the cell parameters and scale factors of the different phases in
the reaction mixture, and also reliable atomic coordinates and
temperature factors from Rietveld re®nement of the diffraction
patterns. These data show that the polymerization is preceded
by a lattice distortion of S2N2. Determination of the atomic
positions for S and N indicates retention of the reactant
geometry.15

Resolution times on the subsecond scale have been also
described, as in the case of solid combustion synthesis of
TiC.16±18 In this case the interest of the experiment was to

Fig. 1 Scheme of the dehydration process MoO3?2H2OAMoO3?
H2OAMoO3 (M represents either Mo or W, see text for details).
Reproduced by permission of Academic Press from ref. 12.
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monitor the phase transformations of a very fast process in real
time. Therefore good enough statistics to perform a Rietveld
re®nement were not necessary. Solid combustion synthesis
usually involves high temperatures and generally releases a
large amount of heat. In these types of reaction a mixture
including the solid reactants is ignited by a laser or a heated
tungsten coil. The combustion starts and then propagates to
the whole pellet within seconds. These highly exothermic
reactions maintain themselves through a combustion or
reaction front. The rate of propagation can be relatively
rapid (around 100 mm s21) and the temperature of the
combustion front well about 2000 ³C. These fast reactions
have also been called self-propagating high temperature
synthesis (SHS). For reviews see references 19 and 20.

Owing to the high temperatures and high rates of combus-
tion involved in these processes, their investigation was not
accomplished until recently. The investigation of the product
phases has always been possible but conventional techniques
do not permit determination of the dynamics and kinetics of
the process taking place at the combustion front. The study of
simple binary solid combustion reactions can also help. Thus,
the solid combustion synthesis of TiC was monitored by using
real-time angular-dispersive synchrotron radiation experiments
(Fig. 2). The reaction was found to be highly exothermic and
rapidly self-propagating. Because of the rapid combustion
reaction synchrotron radiation was required to deal with
resolution times in the subsecond range. In this particular case
a diffraction pattern was taken every 200 ms. The total scan
time for this experiment was 40 s. Silicon photodiode arrays
were employed as position-sensitive detectors. The detector is
capable of collecting a full scan of 1024 pixels in 4 ms. The
specimen was ignited in a specially designed reaction cell.17 A
mixture of an equal molar ratio of Ti and amorphous carbon
powders was pressed. After ignition on one edge, the reaction
front propagated through the pellet. The detector was triggered
at t~0 recording the Ti diffraction pattern at room
temperature.

First of all the melting of Ti occurs (melting point 1667 ³C).
The disappearance of an old phase or the emergence of a new
one may be easily followed by changes in the number or
intensity of the diffraction peaks. At 3.6 s TiC starts to form
marking the arrival of the wave front at the area of the sample

irradiated by the X-ray beam. At 4.0 s the formation of this
binary phase is complete. After the reaction has reached
completion the temperature gradually decreases. This fact can
be observed on the shift of diffraction peaks to higher 2h values
(lattice contraction). If Ni powder is added to the initial
mixture, the presence of NiTi alloy is also detected. In fact, Ni
was not expected to participate in the reaction but to act as a
diluent to decrease the temperature and thus to improve the
time resolution of the burn. The experimental approach here
described can be used to analyzed the dynamics of fast chemical
reactions and to suggest models for solid combustion synthesis.

The main disadvantage of the angular dispersive method is
probably the much lower ¯ux of radiation which makes the
construction of large volume reaction cells with massive sample
environment apparatus dif®cult. In the case of the energy-
dispersive X-ray diffraction technique, the entire spectral range
of the radiation produced by the synchrotron source is
employed. Therefore the total ¯ux is extremely high. An
energy selecting detector is used which is maintained at a ®xed
2h angle. The very high total ¯ux and the ®xed geometry of the
technique facilitate the construction of bulky reaction cells with
sophisticated environmental control systems. This is important
since it permits the reproduction of the exact conditions
required for a given chemical reaction to proceed and to be
investigated in-situ. The main drawback of the energy-
dispersive method is the low resolution of the data obtained
making the structural re®nement of the diffraction patterns
more dif®cult.

Intercalation reactions and hydrothermal synthesis have
bene®ted from the technological advances in energy-dispersive
powder diffraction.21±24 Recently O'Hare et al.21,22 have
reported the design of an environmental cell for measuring
time-resolved energy-dispersive X-ray diffraction data for fast
intercalation reactions of half-lives typically shorter than
30 min. The most signi®cant aspect of this cell design is that
it makes it possible to study a wide variety of solid±liquid
processes besides intercalation reactions under normal labora-
tory synthetic conditions on a time scale of seconds. The
experimental setup is shown in Fig. 3. In a typical kinetic
experiment involving fast intercalation reactions microcrystal-
line samples of the metal dichalcogenide hosts are inserted into
a Pyrex ¯ask which is loaded into the diffractometer.22 A
solution of cobaltocene, Co(g-C5H5)2, is then injected into the
reaction vessel from a preheated reagent reservoir. Data
acquisition is commenced a few seconds after stirring. The
dependence of the reaction rate on the host lattice, solvent,
temperature and guest concentration is studied by using this
reaction cell. One of the most signi®cant results of this
experiment is the independence of the rate of intercalation on
the initial cobaltocene concentration.

Combined multitechnique in-situ experiments are of special

Fig. 2 Selected time-resolved synchrotron diffraction scans showing
the sequence of critical events during combustion to form TiC alloy.
Scan parameters: 8 keV (l~1.5497AÊ ), 200 ms per scan, 200 scans; t~0
corresponds to the triggering of the detector. Reproduced with
permission from ref. 18. Copyright 1990 American Association for
the Advancement of Science.

Fig. 3 Schematic diagram of the in-situ reaction cell used to record
time-resolved energy-dispersive powder X-ray diffraction data for fast
intercalation reactions. Reproduced with permission from ref. 22.
Copyright 1998 American Chemical Society.
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relevance since they allow a range of length scales to be probed
simultaneously. Thus, in-situ Extended X-ray Absorption Fine
Structure (EXAFS) and X-ray diffraction data collected
simultaneously for the same chemical reaction provide
information about both the short and long range order
occurring during nucleation and crystallization.25 This techni-
que has been particularly powerful for in-situ studies of solid
catalysts.26

4. Quantitative analysis

What is generally needed for a comprehensive description of a
chemical reaction is the knowledge of the amounts of substance
of all reactants present in the reaction mixture at all times. The
integrated intensity of re¯ections for a compound in a
multiphase powder diffraction pattern is related to the phase
abundance in the mixture. Powder diffraction has been used for
quantitative phase analysis for many years.27 Diffraction
measurements of phase abundance can be performed in
many ways, but traditional methods require the acquisition
of standard reference data for each phase present in the mixture
to be analysed.

Although integrated line intensity and reference-intensity
methods have been used for many years,28 the Rietveld
method29,30 has been demonstrated to be very useful in
devising a new and useful approach to quantitative phase
analysis. Thus, Hill and Howard31 have shown that there is a
relationship between the scale factor of a given phase and its
phase abundance in a mixture. The weight fraction W of a
phase p is given by

Wp~Sp(ZMV )p=SSi(ZMV )i (1)

where S, Z, M and V are the Rietveld scale factor, the number
of formula units per unit cell, the mass of the formula unit and
the unit-cell volume, respectively. The summation is over all
phases present. This method gives the relative weight of any
component and provides an absolute weight fraction if an
internal standard is introduced in a known proportion. If all
phases are identi®ed and crystalline, the sum of the weight
fractions is unity and the absolute weight fractions can be
obtained.

This analysis has advantages over conventional quantitative
analysis methods, since no experimental precalibration is
required and the use of all re¯ections in a pattern reduces
the uncertainty in the derived weight fractions by minimizing
the effects of preferred orientation and extinction. The method
has been applied to mixtures containing various amounts of the
cubic, tetragonal and monoclinic ZrO2 phases32 or to the
mixture Fe3O4±LixFe3O4, of interest in solid state battery
electrodes.33 From various binary mixtures of the phases Si,
SiO2, TiO2 and Al2O3 it has been shown that the crystal
structure parameters and unit cell dimensions obtained for all
four phases are statistically independent of their abundance in
the binary mixture studied, at least down to the level of
10 wt%.31 In particular, the atomic coordinates and thermal
displacement parameters do not vary by more than 2.5 e.s.d.'s,
and the unit cell dimensions are all within ®ve e.s.d.'s. As
expected, the parameter errors increase as the proportion of the
phase declines in the mixture.

The method can be applied to both neutron and X-ray
powder diffraction data. Neutron powder diffraction offers
advantages for quantitative phase analysis over the X-ray
technique in the sense that the diffraction patterns are
representative of the bulk sample, rather than `surface' regions,
and absorption effects are minimized. However, when only
very small quantities of sample are available the use of
synchrotron radiation, for both qualitative and quantitative
analysis, is particularly appropriate. This is the case of analysis
of Egyptian cosmetics dating from between 2000 BC and

1200 BC.34,35 Concerning quantitative phase analysis the
samples should be free, as far as is possible, from preferred
orientation.31 The crystallites should be randomly oriented.
However, for some other studies preferred orientation is found
to be a useful tool of analysis (as an example, see section 7 of
this article). Another approach beyond the use of the Rietveld
method for quantitative analysis consists of a novel statistical
tool which has been introduced to study the evolution of the
structural parameters for a single phase over a wide range of
temperatures. This approach has been successfully applied to
the variation in the fractional occupancy of two tetrahedral
orientations involved in an order±disorder phase transition.36

5. Kinetics

Thermodynamics as well as kinetics are important for most
industrial processes. Although thermodynamics give informa-
tion about the feasibility for a process to take place, it is
kinetics which shows how fast a chemical reaction will proceed.
In fact, for the optimization of classical processes and the
development of new ones it is essential to have in-depth
knowledge about the rates of the involved reactions. The study
of chemical reaction kinetics by using neutron powder
diffraction was initiated in the seventies.4 This early work
mainly concerns chemical or electrochemical intercalation
reactions.

Usually the fraction of each crystalline phase as a function of
time is calculated in order to determine the kinetic law of the
transformation. In many cases the time evolution of the
fraction of a phase is often represented by a phenomenological
model describing the kinetics of isothermal phase transitions
which proceed through nucleation and growth, also known as
the JMAK model.37 The essence of the model can be written as
a very simple formula commonly referred to as the Avrami
equation

x(t)~1{ exp ({ktn) (2)

where x is the transformed fraction, t the elapsed time, k a
kinetic constant of the process which depends on temperature
and n a constant related to the dimensionality of nucleation
and growth. Both k and n are good experimental parameters
for kinetic studies and can be determined from the intercept
and slope, respectively, of a ln [2ln (12x)] versus ln t plot of the
experimental data. When dealing with powder diffraction
experiments, the fraction x(t) can be obtained from the time
evolution of the normalized intensity of a few strong re¯ections
which are related to the considered phase (Fig. 4).12,38,39 The
value of x, the extent of reaction, as a function of time for the
growth of a new crystalline phase can be calculated by using
eqn. (3)

Fig. 4 Conversion versus time curve for S2N2 and formation versus
time curve for b-(SN)x. Time exposures are (z): 2 s and (e): 20 s.
Reproduced by permission of the International Union of Crystal-
lography from ref. 14.
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x(t)~�Ihkl(t)=Ihkl(t?)� (3)

where Ihkl(t) is the integrated intensity of re¯ection hkl at time t,
and Ihkl(t`) represents the integrated intensity when the
chemical process is complete.

The so-called Avrami equation was derived almost simulta-
neously by Johnson and Mehl40 and by Avrami;41±43 subse-
quently, Erofe'ev44 proposed that it comprises a generalized
equation for the kinetics of solid-state chemical reactions. Two
major types of transformation may be treated by the
application of the Avrami equation. To one category belong
diffusion-controlled transformations such as solid state pre-
cipitations, and to the other, diffusionless or cellular transfor-
mations typi®ed by polymorphic transitions. The calculated
value of the kinetic parameter n for a given process can give an
idea of the type of transformation the system is experiencing.
Values of n have been tabulated for a variety of nucleation and
growth models.45,46

The JMAK model and particularly the Avrami equation
have been applied by many workers in a range of ®elds
including the growth of zeolite crystals47 or polymerization in
layered phosphate salts.48 An evaluation of the phenomen-
ological n parameter associated with the phase transition from
the a-cobalt phthalocyanine form to the b-cobalt phthalocya-
nine phase indicates a 2D-growth mechanism.38 Values of n in
the range 1±2 in the Avrami analysis have been determined for
the crystallization of PbTiO3, PbZrO3 and PbZr0.45Ti0.55O3.49

These values are consistent with preferred nucleation at
surfaces and internal interfaces or diffusion-controlled growth.

Reaction kinetics of single phase and diphasic mullite gels
have also been analyzed by using the Avrami equation.50

Different reaction mechanisms are found for the two gels.
Mullite formation from the single phase gel is a nucleation-
controlled process with an initial formation temperature of
940 ³C. However, mullite formation in the diphasic gel exhibits
an Avrami type diffusion-controlled growth mechanism with
the nucleation process essentially completed before substantial
growth takes place. In the case of the diphasic gel, initial mullite
formation temperatures are of about 1250 ³C.

Recently the synthesis of microporous oxy¯uorinated
gallophosphate ULM-5 was performed under hydrothermal
conditions from the reaction of gallium oxide, a phosphorus
source, hydro¯uoric acid and 1,6-diaminohexane.23 Details of
the experimental reaction cell used for these energy-dispersive
experiments are given in refs. 11 and 23. When phosphoric acid
is used as the phosphorus source, the kinetic analysis of time-
resolved synchrotron diffraction data yields a value of n~0.47,
suggesting that the crystallization of ULM-5 under these
conditions is a purely diffusion-controlled process independent
of temperature within the range 130±200 ³C. The rate of
crystallization is determined only by the rate at which
specimens in solution diffuse onto the nucleation point. In
contrast, when phosphorus pentaoxide is employed as the
phosphorus source the crystallization of ULM-5 proceeds via a
crystalline unknown intermediate phase at a rate which is
strongly dependent on temperature.

The ln [2ln (12x)] versus ln t plot for the decomposition of
BaCO3 in nitrogen gives the same value of the n parameter for
temperatures within the range of 1015 to 1035 K.51 In cases like
this it is helpful to introduce the concept of an isokinetic
process. During this type of process the reaction mechanism
does not change within the temperature range studied. For an
isokinetic process, plots of ln [2ln (12x)] versus ln t show the
same slope and can be superimposed by moving the ln t axis.
On the other hand if the decomposition of BaCO3 as a function
of time is monitored at temperatures in the range 960±1010 K,
the Avrami exponent n changes, when compared with the value
calculated for the 1015±1035 K interval of temperature,
suggesting a change in the reaction mechanism. These results

would indicate that the reaction mechanism associated with the
decomposition of BaCO3 depends on the temperature range at
which the process takes place.

Following the JMAK model, a ln [2ln (12x)] versus ln t plot
exhibiting a change in slope, n, would indicate a two-stage
mechanism process. In-situ kinetics studies on the intercalation
reaction of cobaltocene, Co(g-C5H5)2, into layered dichalco-
genides show that the exponent n changes during the course of
the chemical process from n~2, for the ®rst steps of the
reaction, to n~1, for later stages.22 That change in gradient in
the ln [2ln (12x)] versus ln t plot can be interpreted as a
transformation of the reaction mechanism as intercalation
proceeds from a nucleation controlled to a diffusion controlled
process.

Another relevant kinetic parameter is the activation energy
Ea for a given process. An empirical estimation of Ea is given by
the Arrhenius expression

k~ko exp ({Ea=kBT) (4)

where k is the reaction or process rate constant, ko is a
prefactor, kB is the Boltzmann constant, and T is the absolute
temperature. The prefactor ko can be regarded as the rate
constant of the process when Ea%kBT. In contrast, if Ea&kBT
then k, and the rate of the process, tend to zero. A plot of ln k
versus 1/T yield values of Ea and ko. The rate constants of a
signi®cant number of chemical process recently studied by
powder diffraction methods have been found to follow
Arrhenius behavior.21,22,38,49

Two methods of data collection are commonly used when
studying the kinetics of chemical reactions: the isothermal and
the non-isothermal method. The isothermal method involves
heating or cooling the system under study to a temperature
higher than the reaction onset temperature and then monitor-
ing the reaction at that ®xed temperature. Advantages: the
methods of data analysis are well established and the
parameters are well associated with a particular temperature.
Disadvantages: multiple measurements are required, knowl-
edge of the reaction onset temperature is necessary, and it is
found commonly that the reaction has already commenced
when the reactants are heated to the desired temperature. It is
useful to note here that the Avrami equation can only be
applied, strictly speaking, under constant temperature condi-
tions. The non-isothermal method involves heating or cooling
the sample at a constant rate to a temperature well beyond the
reaction temperature while monitoring the reaction. This
avoids the experimental problems associated with the iso-
thermal method. For this reason methods for the analysis of
non-isothermal data have been proposed.52±54 The main
drawback is that most of the non-isothermal approximations
have been developed using simplifying assumptions that limit
their applicability.

6. Thermal decomposition

The high incoherent background present in neutron powder
diffraction patterns from samples containing hydrogen atoms
is in general a serious disadvantage because it severely
decreases the peak to background ratio. However, this increase
of the background can be turned into an advantage in some
cases like investigations dealing with dehydration/hydration of
solids. The reason is that the mentioned incoherent scattering
provides a direct measure of the proton content of the material
under study.

A sample of cobalt(II) acetate tetrahydrate, Co(CH3-
CO2)2?4H2O, was heated from room temperature to 600 ³C
and the evolution of the diffraction pro®le monitored by using
time-resolved neutron powder diffraction.8 At low temperature
a high background intensity, due almost entirely to incoherent
scattering by hydrogen, was observed (Fig. 5). By 295 ³C the
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background is no longer present implying that there has been a
complete loss of hydrogen atoms. Between 295 and 310 ³C the
stable phase is CoO with the zinc blende structure. The
decomposition of an old phase or the emergence of a new phase
may be easily followed by changes in the number or intensity of
the diffraction peaks. Above 310 ³C the diffraction pro®le is
consistent with a rock-salt CoO structure. A question arises:
during the process of thermal decomposition from Co(CH3-
CO2)2?4H2O to CoO, which is lost ®rst, the water or the acetate
group? A possible way of answering this question is repeating
the experiment using cobalt(II) acetate tetrahydrate samples
with selected deuterated groups. Deuterium does not create the
large incoherent scattering that hydrogen does.

Thus the evolution with temperature of the neutron powder
diffraction pro®le of a sample with deuterated acetate groups,
Co(CD3CO2)2?4H2O, indicates that between 100 and 155 ³C
there is a total loss of water molecules. In addition to the
considerable difference between incoherent scattering pro®les
corresponding to the Co(CH3CO2)2?4H2O and Co(CD3-
CO2)2?4H2O samples, there is also a change in the coherently
diffracted pro®les. This is due to the different scattering lengths
of hydrogen and deuterium, which results in different relative
intensities of the diffraction peaks but does not affect the
angular distribution. To investigate the temperature depen-
dence of the acetate loss a third experiment was performed on a
sample containing deuterated water molecules,
Co(CH3CO2)2?4D2O. The results show that the acetate loss
begins at 230 ³C and is complete by 295 ³C. Therefore it can be
concluded that during the thermal decomposition of Co(CH3-
CO2)2?4H2O into CoO, dehydration occurs prior to the acetate
group loss.

Many naturally occurring catastrophic events, such as
earthquakes and volcanic eruptions, are in¯uenced or initiated
by the behaviour of hydrous components contained within
minerals. These hydrous components have a major effect upon
mineral stability, behaviour and phase equilibria. The need to
understand water's role in mineral behaviour makes neutron
diffraction a useful technique for Earth science research. As an
example, although the dehydration reaction of gypsum is a very
important technical process, little is known about the reaction
mechanisms and the water content of the corresponding
phases. The dehydration process of gypsum as a function of
temperature and time has been studied by several authors by
using the incoherent scattering effect of hydrogen with the
neutron beam as a measure of the water content.55±57 Another
example is provided by some copper containing minerals. The
thermal behaviour of the water containing mineral volborthite
Cu3V2O7(OH)2?2H2O was studied by neutron thermodiffrac-
tometry.58 Above 550 ³C the dehydration leads to another
copper containing mineral, Cu3V2O8, called MacBirneyite.
During the process of transformation, the environment of the
copper atoms changes drastically from octahedral coordina-
tion, in volborthite, to square-planar and square-pyramidal
coordination in MacBirneyite. Some other examples of the
relevance of the high background associated with the presence
of hydrogen in samples concern dehydration or water
desorption processes on different types of materials.12,59,60

7. Texture and bones

Bone is a composite of collagen and a mineral component
which is essentially hydroxyapatite, Ca5(PO4)3OH. Since bones
renew as humans and animals grow the constitution and form
of a bone change during its life. In the late 19th century Wolff
propounded a law: `every change in the function of bone is
followed by certain changes in its internal architecture and its
external conformation'.61,62 Bacon et al. tried to demonstrate
the truth of this law in terms of the atomic structure of the bone
by using neutron diffraction techniques.63±66

Neutron diffraction is a powerful technique for studying the
anatomy of animal and human skeletons since neutron
penetration distances are typically 1±10 mm. A bone sample
corresponding to an ox femur was mounted on the D1B
powder diffractometer at the Institute Laue Langevin (ILL) in
Grenoble.67 Several diffraction patterns were recorded for a
variety of inclinations of the femur in relation to the neutron
counter or position sensitive detector lying in the horizontal
plane. A substantial preferential orientation (texture) of the c-
axes of the hydroxyapatite along the shaft of the bone was
observed when comparing the intensity of the Bragg peaks
associated with the different patterns (Fig. 6). The crystal
structure of this hexagonal mineral is such that for a random
powder the intensities of the 002 and 111 re¯ections, which
correspond to neighboring lines in the pattern, are roughly the
same. The 111 re¯ection, presenting a manifold multiplicity, is
nearly unaffected by preferred orientation. Therefore the 002/
111 ratio of intensities deserves a measure of the degree of
orientation of the c-axes in any chosen direction for a sample of
bone.

In order to analyze the correlation between preferred
orientation of the c-axes of Ca5(PO4)3OH and the age or
lifestyle of the individual, Bacon et al.68 performed similar
neutron diffraction experiments on human femurs. They
examined the enhancement of the 002 re¯ection as a function
of age on femurs corresponding to individuals with an age
ranging between one week and 82 years. The preferential
orientation of the c-axes of the apatite crystals is low at birth
and remains constant at this low value during the ®rst year of
life. Then it increases as the child grows and ceases to spend all
its time lying down, reaching a maximum at an age of about 3
years when the child has become fully mobile. With further
growth the orientation falls as more of life is spent sitting down.
Data corresponding to the radius bone of the sheep do not
show this plateau just after the birth.69 The orientation of the c-
axes increases continuously until it reaches a maximum value

Fig. 5 Neutron diffraction pro®les of Co(CH3CO2)2?4H2O decom-
position as a function of heating.8

Fig. 6 Neutron diffraction patterns for the solid bone in the shaft of an
ox femur recorded in 20 min at l~2.4 AÊ on the instrument D1B at ILL
Grenoble. For the upper curve the bone shaft is vertical; in the lower
curve the shaft is horizontal. The re¯ections which are notably
enhanced in each pattern are indexed in heavy type. Reproduced by
permission of the International Union of Crystallography from ref. 67.
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for an age of about 1 year. After this age the orientation falls
off but not so quickly as for a human. Sheep are animals that
can stand up and run as soon as they are born. Older sheep still
have to stand up a large proportion of their time.

Bacon et al.70 also examined tibias belonging to human
individuals from two different tribes dating from Neolithic
times. One tribe lived on very hilly ground and had to work
hard to carry, push and pull loads uphill. The other tribe lived
on level ground. They also compared these data with data
taken from present-day human tibias. From all these
mentioned results Bacon et al. suggested that the orientation
of the c-axes of the hydroxyapatite crystals in bones might be
regarded as an imprint of the activities and lifestyle of an
individual, providing an idea of the distribution of stress in the
bones of the skeleton. This conclusion is in good agreement
with Wolff's law. Human and animal skeletons could be
regarded as mechanical constructions designed to withstand
the expected forces.

A dif®culty had to be solved before those experiments could
be realized. The collagen in the bone contains much hydrogen
which has a high incoherent neutron scattering cross section.
This fact contributes to the high background of the diffraction
pattern making any weak diffraction line indistinguishable.
Therefore, in order to achieve any high accuracy of intensity
measurement the collagen must be removed substantially.
Different chemical treatments, suitable for removal of collagen
without disturbance of the crystallite size and texture, were
employed: i) hydrazine, ii) ethylenediamine, iii) heavy water
and iv) heat for 20 min at 200, 350 and 650 ³C.65 The most
satisfactory treatment was to heat the bone sample to 650 ³C
for 20 min. Additional measurements made with both neutrons
and X-rays established that the apatite texture was not altered
signi®cantly, both crystallinity and preferential orientation, by
this heat treatment which reduces the background by about
nine times.

8. Estimation of particle size and microstrain during
grain growth

The fact that certain chemical or physical properties depend on
grain size and/or microstrain opens the fascinating possibility
of tuning materials properties to desired values by adjusting
those two parameters during the production process. A detail
analysis of the line pro®le associated with the measured powder
pattern can provide an estimation of the evolution of the
crystallite size during the grain growth in the corresponding
chemical process or give information about the presence of
possible microstrains in the material. Each line pro®le in the
powder pattern is the convolution of an instrumental line
pro®le with a sample line pro®le. This additional line broad-
ening due to sample effects results from two main effects: i) the
particle-size broadening which results from the ®nite extent and
particular morphology of the coherently diffracting domains
within the grains, and ii) the microstrain broadening which
results from local variations of the d-spacing produced by non-
uniform crystalline stresses.

A size broadening analysis does not provide a measurement
of the true particle size but can give a useful estimation of it.
Thus, the `apparent crystallite size' measured perpendicularly
to a given (hkl) plane, nDmapp, can be calculated from the well
known Scherrer formula

SDTapp~l=�bsample,size cos h� (5)

where l is the wavelength used in the experiment, h the Bragg
angle associated with the (hkl) plane considered and b the
integral breadth of the diffraction pro®le. The l and h values
are straightforwardly obtained from the experimental data
while bsample,size must be calculated. The subscript `sample,size'
indicates that only the contribution from size effects coming

from the sample must be considered. Therefore contributions
from the instrumental line pro®le must be removed.

The pseudo-Voigt function, pV, has been used very often to
describe the peak shape of the diffraction pattern. This
function is a mixture of a Lorentzian (L) and a Gaussian
(G) function, pV~gLz(12g)G, where 0¡g¡1 is the mixing
parameter.71 In principle the instrumental contribution to the
line pro®le can be removed by a deconvolution operation:72

bsample,L~bexp ,L{binstr,L (6)

b2
sample,G~b2

exp ,G{b2
instr,G (7)

where the subscripts `exp', `sample' and `instr' refer, respec-
tively, to the experimental, sample and instrumental pro®les.
Continuing with the case of a pseudo-Voigt function pro®le
(mixing parameter g), de Keijser et al.73 have obtained the
following expressions:

bL=b~0:017475z1:500484g{0:534156g2 (8)

bG=b~0:184446z0:812692(1{0:998497g)1=2

{0:659603gz0:44542g2 (9)

where the subscripts L and G denote, as mentioned above, the
Lorentzian and Gaussian components of the pseudo-Voigt
function. The integral breath b can be calculated from

b~

�
I(2h) dh=Imax~w�g=pz(1{g)( ln 2=p)1=2� (10)

where 2w is the full width at half maximum associated with the
pV function. Eqn. (8) to 10 can be applied: i) to the
experimental data collected for the material in which we are
interested, in order to determine bexp,L and bexp,G and ii) to a
diffraction pattern from a reference specimen in order to obtain
binstr,L and binstr,G. Taking into account these data together
with eqn. (6) and (7), bsample,L and bsample,G can be calculated.
Concerning the recording of the instrumental pro®le, it should
be taken on a reference specimen as similar as possible to the
sample compound but with no signi®cant structural imperfec-
tions. As an example Natter et al.74 have used a NIST±LaB6

standard sample to determine the instrumental resolution of
the diffractometer at the beamline BM16±Powder Diffraction
of the ESRF in Grenoble (France). It is worth mentioning that,
in single line analysis, the Lorentzian and Gaussian compo-
nents are usually attributed to size and strain broadening
respectively.71 In that case bsample,size~bsample,L. However, in
the general case, both L and G components can contribute to
the particle-size broadening and therefore to bsample,size in the
Scherrer formula.

The evolution of the crystallite size of MoO3 as a function of
the temperature and [hkl] direction has been analysed between
135 and 415 ³C by using neutron powder diffraction data and
the Scherrer formula.12 MoO3 was obtained by Boudjada et
al.12 as the ®nal product of the dehydration process
MoO3?2H2OAMoO3?H2OAMoO3. The size broadening ana-
lysis shows that the `apparent size' of the MoO3 crystallites
increases in preferred directions (Fig. 7). In fact the preferred
direction of crystal growth is along [021]. At the beginning of
the formation of MoO3 the crystallites exhibit a marked
anisotropy as a function of the crystallographic direction: the
`mean diameter' is about 150 AÊ in the direction perpendicular
to the (001) planes, while it is only about three times smaller in
the direction perpendicular to the (010) sheets. No broadening
of the MoO3?H2O re¯ections was observed suggesting a much
softer dehydration process MoO3?2H2OAMoO3?H2O when
compared with MoO3?H2OAMoO3.

A size broadening analysis of the line pro®le can be also
useful to elucidate when a chemical process should be stopped
in order to obtain a larger/smaller particle size. Thus, the
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development of crystallization of Fe80Si20 grains with time at a
®xed annealing temperature of 520 ³C was followed by using
the Scherrer formula.75 The crystallization starts at times less
than 2 minutes. During the ®rst 5 minutes the `mean grain size'
increases from 6 to 10 nm. After that time the `grain size'
remains constant with a value of about 10 nm.

Another example can be found in the PbZr12xTixO3 (PZT)
materials which are of interest for the industry due to their
ferroelectric, piezoelectric, dielectric and pyroelectric proper-
ties including applications in areas such as thermal imaging,
hydrophones, surface acoustic wave generators, gas sensors
and nonvolatile memories. The crystallization of PZT with
x~0.0, 0.55 and 1.0 from alkoxide gels in air has been followed
by diffraction techniques at temperatures in the range 380±
500 ³C.49 The `average particle size' has been calculated by
using the Scherrer equation at several temperatures showing
that the crystallite size saturates to a constant value during
crystallization. This saturation value increases with increasing
crystallization temperature indicating a larger particle size.

Information about microstrains developed on a material during
the chemical synthesis process can be also obtained from the
analysis of the line pro®le associated with the corresponding
diffraction pattern. The presence of crystalline imperfections in
the sample would increase the broadening of the Bragg peaks. A
Gaussian-shaped function for the `strain pro®le' is an assumption
subject to similar criticism as the assumption of a Lorentzian
function for the `size pro®le'. However, for those cases when the
attribution of a Gaussian component to strain broadening is a
good enough choice, then bsample,strain~bsample,G where bsample,G

can be calculated from eqn. (7), (9) and (10). The knowledge of
bsample,strain makes it possible to estimate a mean local strain:76

Se2T1=2~2e=(2p)1=2 where e~bsample,strain cot h=4 (11)

Strain has been identi®ed as a major contributing factor to the
peak broadening revealed during the aging process of tetragonal
magnesia±partially-stabilized zirconia (Mg-PSZ) at 1100 ³C.77

The process was followed by time-resolved neutron diffraction.
The mechanical properties of this transformation toughening
ceramic are sensitively dependent on the microstructure and phase
assembly; the fabrication procedure is developed to tailor this
composition and microstructure for optimum mechanical results.
The strain component parallel to the c-axis gives a major
contribution to peak broadening when compared with the degree
of strain perpendicular to that direction. The reason can be found
in the lenticular shape of the tetragonal Mg-PSZ. The analysis of
the peak pro®le indicates that strain, both parallel and
perpendicular to the c-axis, increases as the aging proceeds. A
root mean square value of 0.4%/0.15% for the strain parallel/

perpendicular to the c-axis has been determined at the end of the
aging process.

Nanocrystalline iron has been prepared by pulsed electro-
deposition (PED) at different temperatures and the evolution
of the microstrain and grain size over more than one order of
magnitude followed by in-situ synchrotron X-ray diffraction.74

Owing to the extreme angular resolution of the synchrotron X-
ray diffractometer the transition from the nanocrystalline
regime (5±100 nm) to the polycrystalline regime (up to 500 nm)
can be observed. The evolution of the microstrain with
temperature and time is represented in Fig. 8. At a given
temperature the microstrain decreases rapidly at the beginning
of the process and then remains constant with values between
0.3% at 663 K and 0.1% at 753 K. It can be seen that the
microstrain essentially disappears at 783 K.

9. Additional areas of research

In conjunction with the results discussed above, some additional
areas of research are referred to in the following for the bene®t of
the reader: aging processes,77 in-situ electrochemical reactions
(batteries),78,79 intercalation of alkanes (n-hexane, pentane,
butane) in CsC24,80±82 conformational changes in light- and
dark-adapted membranes,83 hydration of cements,84,85 hydro-
genation of high Tc superconductors,86,87 orientational ¯uctua-
tions in nematic liquid crystals,88 electrolytic loading of hydrogen/
deuterium into metals (palladium),89 reactions and phase
relations at mantle pressure and temperatures,90±92 chemical
synthesis by the sol±gel procedure,93 mechanisms of phase
transformation in cobalt phthalocyanine compounds,38

`memory effect' during polymorphic crystallizations,94 under-
standing how solid catalysts work,95 high pressure and high
temperature phase transformations,96±98 kinetics of oxidation of
lanthanum strontium manganates,99 magnesium aluminopho-
sphate synthesis,100 hydrothermal crystallization of zeolites,101,102

short-lived transient states in protein molecules,103 or natural gas
conversion by CO2 reforming.104

10. Concluding remarks

The usefulness of dynamic neutron and synchrotron X-ray
powder diffraction methods has been stressed, presenting the
current possibilities, limitations and potential of these techni-
ques in the study of chemical processes. Such measurements
provide direct information about the transformations that
occur in the reactants during the progress of a reaction, thus
largely contributing to understanding of the complexity of the
process. Although rare, this ®eld has been shown to be a
particularly creative and promising area of research.

The choice between neutron and synchrotron radiation depends
on the nature of the problem to be solved. Synchrotron radiation
might be more suitable if small time resolution is required (fast

Fig. 7 Apparent crystallite size of MoO3 in different crystallographic
directions as a function of temperature. Reproduced by permission of
Academic Press from ref. 12.

Fig. 8 Temperature and time evolution of the microstrain of nano-Fe.
Reproduced with permission from ref. 74. Copyright 2000 American
Chemical Society.
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processes, short-live transient states), small systems available or
very high pressures required (Earth's mantle pressures). However,
the choice of neutrons might be more interesting for bulk analysis
or for the study of chemical reactions involving mixtures of
reactants which include light and heavy atoms, in particular
hydration or dehydration processes.

Concerning materials chemistry, the number of areas of
research to which these techniques can be applied is only
limited in principle by the creativity of the researcher and the
limitation of the experimental method. Therefore it can be
expected that a wider range of applications will arise as more
instrumental improvements (faster detectors, higher intensities
and resolution, harder environment conditions, etc.) are
available and as the imagination of scientists proposes
interesting problems. In this article we have tried to discuss
how materials chemistry may bene®t from dynamic studies
using diffraction techniques. We look forward to having
encouraged further work and applications on the subject.
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Appendix

New generation instruments are continuously being developed.
As an example D20 at the Institut Laue-Langevin (ILL) is a
high-¯ux medium resolution powder diffractometer equipped
with a large-area linear curved position-sensitive detector. D20
is used for fast data-acquisition or texture experiments.
Stroboscopic measurements can be also performed. The
General Materials Diffractometer (GEM) at the ISIS pulsed
neutron source is a high intensity, high resolution instrument
with zinc sul®de scintillator detectors covering a scattering
angle from 5³ to 170³. The time resolution of these modern
diffractometers will be in the second and subsecond range.
Current information about these instruments and others, under
construction when this article was sent to the publisher, can be
obtained in real time by consulting the corresponding World
Wide Web sites. The electronic addresses of some Neutron and
Synchrotron Facilities are listed below. Some of these (ISIS,
ESRF, etc.) provide links to other sites supplying a more
complete list.

Electronic addresses of some neutron facilities:
www.ill.fr (Institut Laue-Langevin, France)
www.isis.rl.ac.uk (ISIS pulsed neutron source, UK)
www.hmi.de/bensc (Berlin Neutron Scattering Center,

BENSC, Germany)
www.pns.anl.gov (Intense Pulsed Neutron Source, IPNS,

USA)
www.lansce.lanl.gov (Los Alamos Neutron Science Center,

LANSCE, USA)
Electronic addresses of some synchrotron facilities:
www.esrf.fr (European Synchrotron Radiation Facility,

ESRF, France)
www.srs.dl.ac.uk (CLRC synchrotron radiation source,

Daresbury, UK)
www-hasylab.desy.de (HASYLAB, Germany)
www.nsls.bnl.gov (National Synchrotron Light Source,

NSLS, USA)
epics.aps.anl.gov (Advanced Photon Source, APS, USA)
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